                                      ESc 101: Algorithms and Programming
(Y. Narahari and M. Narasimha Murty)

Third  Test;  November 18, 2011
Duration: 60 minutes; Attempt all the five  Questions
Maximum Marks: 20  (1-4; 2-3; 3-2; 4-3; 5-8);  Wish you All The Best!
                                           NAME                                                                             MARKS   SECURED 


· Write down the worst case computational complexity in Big Oh notation in the space provided, assuming that a binary min-heap data structure is used :


(A) Selecting the kth smallest element given n random integers

(B) Selecting the second smallest element given a heap with n elements

(C) Finding the third smallest element given a heap with n elements

(D) Finding the maximum element given a heap with n elements

· A d-ary min-heap is like a binary min-heap, but instead of upto 

two children, we can have upto d children. Write down an expression 

for the height of a d-ary heap of n elements in terms of n and d.

· Heapsort and mergesort have a worst case complexity of O(nlogn) whereas the worst case complexity of quicksort is O(n*n). However, we may still prefer to use quicksort in practice. Can you provide a precise reason for this. Use only the space provided.

· Give an example of a four city TSP with cities A,B,C,D and with each pair of cities connected,  such that an optimal tour exists that contains a  highest cost edge.


· Write down the branch and bound tree (with all proper annotations) for the following five city TSP with  AB=5;  AC=6;  AD=7;  AE=8;  BC=8;  BD=7;  BE=6;  CD=5;  CE=6;  DE=4 (Use space overleaf)

AB  =           ;        AC  =          ;    AD =           ;    BC  =              ;     BD  =              ;      CD = 








